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The Workflow of SMARTADAPT: « 40.5x adaptation range In latency > 65 -
Key Observation: If one Is allowed to select, at inference time, from a * The scheduler extracts the content features. 9.8x within 3% mAP reduction : gg — N
arge set of fine-grained execution branches, the detection accuracy and * The scheduler predicts the accuracy with a content-aware accuracy  The MBODF enhances t
atency can be significantly improved. predictor. FRCNN, EfficientDet, YOLO, and SSD 45 - 74" 7 Rerm volovs
* The scheduler uses a branch selector to choose the optimal branch. 40 T T
Problem Statement:  The MBODF takes the branch and detects objects in the video frame. Our CAS on top of MBODFs __ Latency (mseo)
* How to expose the right set of execution branches in many existing Content-aware scheduler P . * FR+MB+CAS +0.1%-0.8% mAP. FRAMEB-Orclo GOT2r) | 715% | 158% | 703t | 716%
object detectors vi ( )| | Multi-branch object Object * FastAdapt+CAS +0.7%-2.3% mAP. FR+MB+CAS 64.1% | 683% | 69.8% | 711%
_ _ _ ideo | Content feature ) _ ) ) FR+MB 63.6% | 67.5% | 69.7% | 71.0%
. How to schedule the optimal one at inference time frame || extractor HBfamh selector [ detection framework — detection S I Bl el s
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Multi-branch Object Detection Framework (MBODF) T PRERENT)TME (op lgure) e e
: ing-by- i — Content-aware Scheduler (CAS ! ( = 20,7d = 288,nprop = 100,7t = 25%, ct = 0.
Traeklng by dete_ctlon SCheT“e e ‘\ s T | r ( — ) « Misses on the 30t frame and localizes wrongly on the 40" and 50t
* Tuning knobs at inference time \ [ o Orac ebCAS hAn Lipper OBoun ] / = . Due to the small resolution and too frequent calibration with the OD.
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* |nput resolution of the detector (rd) . _-—T’iﬁéﬁ « 3942-branch: 6.6%-8.3% mAP above w/o CAS =1 . Chooses di = 50,rd = 384, nprop = 100, 7t = 25%, ct = 0.05
* Number of proposals (nprop) ooptdesiors | | | s 4/ = fmme » Detects correctly on all frames
* Inputresolution of the tracker (r¢) SR L our CAS: R E N « Due to the large resolution and using object tracker on more frames.
* Confidence threshold to track (ct) soon ) iresho » Content feature extractors by, = argmaxa(b, f(£) ). s.t.1(b,8) < 1 - | -
« MBODF: multi-knob tracking-by-detection scheme Wlth the range and « Content-aware accuracy predictor " ®) ’ SRR
step sizes for each knob « b5-layer fully connected neural network (NN)
* More knobs are better. « Multi-layer perceptrons (MLPs): joint modeling of content and
* 5 knobs: 6.1x speed up with 2.4% mARP reduction latency requirement
« 2 knobs: 3.0x speed up with 2.4% mAP reduction « Candidate branches
’ More branCheS are Sllght better " T Eg;ltle 4Dim. ;f;linable Bgfgi)ié)i%nof height, width, number of objects, aver-
* Because of lack of smarts 70 " aged size of the abjects
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55 - 5-knob, 368-branch MBODF pooled over all region proposals, and only preserving o Schedu“ng the Opt|ma| branch conditioned on the video content
1 —— 2-knob, 54-branch MBODF the class dimension (including a background class) .
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